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Unknown LTI dynamics:
Partial observation:   Agent i observes a subvector              of
Quadratic costs:
Limited communication via a network among agents
Linear controllers:

Problem setup:  distributed learning for decentralized LQ control
unknown dynamics           limited communication
local costs                           partial state observation

Algorithm:  Zero-Order Distributed Policy Optimization

Performance Guarantees:
All generated policies are
stabilizing w.h.p.
Sample complexity
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Goal: Find controllers that minimizes
innite-horizon average cost

Core ingredients:
Policy gradient (Step 4)

Zero-order gradient estimator (Step 3)

problem
dimension

smoothing
radius

uniformly sampled
from the unit sphere

Consensus algorithms (Steps 1 & 2,                                 &                                )

:  communication matrix
   doubly stochastic

THEOREM
Given sufciently small           , suppose the parameters of ZODPO
satisfy

Then with high probability, all the controllers generated by ZODPO
are stabilizing, and

: initial objective value : constant determined by the
  system and initial controller

Sample complexity:

Scalability: sample complexity is polynomial in
       : inverse of error tolerance
       : number of controller parameters
       : number of agents
Impact of network structure:

Numerical example: multi-zone HVAC control
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